
Run Number Number of Events
∫

L dt (mb−1) L (1025 cm−2s−1)
total

√
s = 2.36 TeV Pixel on

142308 21463 523.6 234.0 69.3 8.13
142402 20947 511.0 419.4 61.9 4.89
all 42410 1034.6 653.4 131.2 n.a.

Table 6: Table of number of events selected by the LAr timing cuts and the corresponding inte-
grated luminosity and peak instantaneous luminosity for the 2.36 TeV data. During these runs
part of the luminosity was actually delivered at

√
s < 2.36 TeV, so the luminosity accumulated at√

s < 2.36 TeV is given separately. Also shown is the luminosity taken at
√

s < 2.36 TeV where
the Pixel detector was fully biased.

agreement with the beam cross section being twice as small as seen by the beam spot analysis.
There is a strange drop in the luminosity in the LB range 135-155. The reason for this is not yet

understood. There was e.g. no dead time during these LB’s and the elog entry did also not give any clue
of what might have happened.

6 Systematic Uncertainties

We have estimated some of the systematic uncertainties with the tools we currently have at hand.

• a 2% undertainty on the MBTS 1 trigger efficiency results in a 2% uncertainty on the luminosity.

• using PHOJET instead of PYTHIA increases the visible cross section by 13% and thus decreases
the luminosity by 13%. This systematic uncertainty also incorporates the differences between
different PYTHIA tunes.

• for the reprocessing of the data the LAr timing variable was improved by lowering the energy
thresholds. This led to an increase of the acceptance by a a factor of 1.28 in simulation. In data the
increase in the number of events is a factor of 1.23. This difference between data and simulation
results in a systematic uncertainty of 4%.

• Since there is so little background in this method we can also relax the timing cut to 10 ns. For
the PYTHIA simulation this results in efficiencies of 92.0% (ND), 12.3% (SD) and 24.2% (DD),
and thus in an overall acceptance of 66.0% which is 2.5% higher than the default cut of 5 ns. The
event count for each run should also be correspondingly higher if the simulation describes the data
perfectly. Indeed the total number of events selected is now 656,503 and thus 1.2% higher. The
difference in the overall luminosity estimate is 1.2% which we take as an additional systematic
uncertainty.

• changing the energy scale by 10% results in an change of 2% in the overall acceptance and thus
also in the luminosity.

We treat the first two sources of systematics as fully correlated as they are dependent on the underly-
ing physics. The other sources are treated as uncorrelated and are added in quadrature. This results in a
total systematic uncertainty of 16%.

Note, that these are just very rough and preliminary estimates. The dominant uncertainties arise
from the understanding of the minbias sample composition and further advances can only be made if this
composition can be measured directly from data.
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